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Introduction

One of the biggest nasty chores in writing a scientific paper is putting together the bibliography. To help scientists cope with this chore, software packages to manage and produce bibliographies began to appear in the early 1980s. Now more powerful, more user-friendly, and more numerous than ever before, these programs offer the capability not only to automatically generate bibliographies, but also to do so in the appropriate formats for dozens of leading scientific journals. Scientists are also using these programs as research tools, creating bibliographic databases, specific to their study areas, that are searchable by, for example, user-created key words. 

The underlying problem is that database vendors and writers/authors use differing formats in citing each bibliography. For vendors, even reformatting familiar databases like Medline, for example—is found that each version of a database presents, potentially, a unique translation problem for the bibliographic database programs. The real solution would be some kind of standardized downloading format. Network versions of such a product would also like to seen for use, but one would not expect to see it so soon.

The Knowledge Lab knowing such needs has decided to come up with a program known as an “Autonomous Bibliography Building Agent” or ABBA, to spawn the development of an information industry, in the areas of business intelligence and electronic customer services. This software when executed will behave and do human like tasks to help the user organize bibliographic information without being needed to be checked. They live in a world of their own. They are prevalent on the Internet, and offer human beings many useful possibilities. 

These bibliographies will be retrieved from the Internet websites of authors, using a set of pre-determined keywords set by the programmer, which in this case will be catered for the topic on “ROBOCUP” into a standardize bibliography format to be displayed when searched for. The three main important parts that this program will look into, is to recognize the Author (Statement of Responsibility), Title of the publication, Publication information,  which consist of the name of the journal/article and also the date of Publication (e.g. 1998). 


In this report, I will list some of the aspects that will fulfill the objective of this report, which is aimed at helping the programmer build this diverse Autonomous Bibliography Building Agent program to it’s maximum capability. 

[image: image1.wmf]Findings

Findings

2.1 – Methodology

Research through various sources was made, to find for relevant information that will be included into the report for submission. I began my search by listing down the following topics:

· Agents

· Artificial Intelligence

· Autonomous Agents

· Bibliographic Citations.

· Bibliography Building 

· Information Retrieval

· Neural Networks, and

· Text Mining

With these topics in mind, I went on with my research beginning with the first source available, which is the Internet. Each of the topics during the search generated many hits. But through careful analysis, I have picked out and printed out a few for reference purposes. These references can be found listed in the Reference list. 

Although the Internet has updated and relevant information, I still feel that gathering information from this source is not sufficient enough for my report. Therefore, I have visited the National Library as well as the company’s library to borrow some books that will help me in the progress of my report. 

Due to some circumstances, I have only worked on two information sources mentioned above. Other sources that I would have gathered from would be CD-ROMs, On-line databases and even Mailing lists/Discussion groups.  

Lastly, I have also looked into the author’s websites for their publications. I have found that the usual publications found are journal articles, chapters in books, conferences, workshops, collections, theses and technical papers.

With the amount of information that I have accumulated throughout my days of research, I have transferred and placed them into another three subsections. In the next section, I will then talk about the Issues surrounding in Building the ABBA. The next three subsections will help readers understand the topic and give them some essential background information of this report. It too allows the programmer to build this program with sufficient knowledge and confidence of what to face.

[image: image2.wmf]Background Information

Background Information

3.1 – Agents

What is an Agent?

The definition of an agent is the subject of much controversy in the field of Human-Computer Interaction. An agent as referring to a component of software and/or hardware, which is capable of acting intelligently in order to accomplish tasks on behalf of its user. There have been many difficulties in defining this new yet promising technology. The response of some agent researchers to this lack of definition has been to invent some more synonyms, and it is arguable if these solve anything or just further add to the confusion. 

So we now have synonyms including knowbots (i.e. knowledge-based robots), softbots (software robot), taskbots (task-based robots), userbots, robots, personal agents, autonomous agents and personal assistants. To be fair, there are some good reasons for having such synonyms.

 Agents come in many physical guises: for example, those that inhabit the physical world, some factory say, are called robots; those that inhabit vast computer networks are sometimes referred to as softbots; those that perform specific tasks are sometimes called taskbots; and autonomous agents refer typically to mobile agents or robots which operate in dynamic and uncertain environments.

Crucial notions

· Autonomy
Any agent should have a measure of autonomy from its user. Otherwise, it's just a glorified front-end, irrevocably fixed, lock-step, to the actions of its user. A more autonomous agent can pursue agenda independently of its user. This requires aspects of periodic action, spontaneous execution, and initiative, in that the agent must be able to take preemptive or independent actions that will eventually benefit the user. 

· Personalizability
The point of an agent is to enable people to do some task better. Since people don't all do the same tasks, and even those who share the same task do it in different ways, an agent must be educable in the task and hand and how to do it. Ideally, there should be components of learning (so the user does not necessarily have to program the agent explicitly; certain agents can already learn by `looking over the user's shoulder) and memory (so this education is not repeatedly lost). 

Background Information

3.1 – Agents

· Discourse
For all but the simplest of tasks, we generally need to be assured that the agent shares our agenda and can carry out the task the way we want it done. This generally requires a discourse with the agent, a two-way feedback, in which both parties make their intentions and abilities known, and mutually agree on something resembling a contract about what is to be done, and by whom. This discourse may be in the form of a single conversation, or a higher-level discourse in which the user and the agent repeatedly interact, but both parties remember previous interactions. 

· Risk and trust
The idea of an agent is intimately tied up with the notion of delegation. We cannot delegate a task to someone or something else if we do not have at least a reasonable assurance that the entity to which we delegated can carry out the task we wanted, to our specifications. However, by definition, delegation implies relinquishing control of a task to an entity with different memories, experiences, and possibly agendas. Thus, by not doing something ourselves, we open ourselves up to a certain risk that the agent will do something wrong. This means that we have to balance the risk that the agent will do something wrong with the trust that it will do it right. This decision must be based on both our internal mental model of what the agent will do (hence how much we trust it) and the domain of interest (hence how much a mistake will cost us). 

· Domain
The domain of interest is crucial, as mentioned above when talking about risk and trust. If the domain is a game or a social pursuit, most failures of the agent carry relatively low risk, meaning that we can afford to invest the agent with a considerable degree of trust. On the other hand, the `fuzziness' and unpredictability of most agent-based systems might make one think twice about using such a system, say, for the control rod feedback system of a nuclear reactor. 
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· Graceful degradation
Bound up in the notions of risk, trust, and domain, agents work best when they exhibit graceful degradation in cases of a communications mismatch (the two parties do not necessarily communicate well, and may not realize it) or a domain mismatch (one or both parties are simply out of their element, and again may not realize it). If most of a task can still be accomplished, instead of failing to accomplish any of the task, this is generally a better outcome, and gives the user more trust in the agent's performance. 

· Cooperation
The user and the agent are essentially collaborating in constructing a contract. The user is specifying what actions should be performed on his or her behalf, and the agent is specifying what it can do and providing results. This is often best viewed as a two-way conversation, in which each party may ask questions of the other to verify that both sides are in agreement about what is going on. As such, the two parties interact more as peers in agent-oriented systems; in non-agent-oriented systems, the user typically `commands', through some interface, a particular action, and is probably never asked a question about the action unless something goes wrong. In a strictly agent-less situation (e.g., a text editor), the feel of the interaction is different than in the case of an agent, primarily due to the discourse-oriented nature of the interaction with the agent and the more `stimulus-response' or `non-conversational' feel of the text editor. 

· Anthropomorphism
There is a great debate over anthropomorphism in user interface design, and agent-oriented systems would find it difficult to stay out of the morass. However, let me make the point that there are several extent systems that might fit the `agent' mold that are clearly not anthropomorphic (e.g., mail-sorting programs that learn how to sort based on watching the user's actions and making inferences), while there are some that clearly are (e.g., Julia). Hence, agency does not necessarily imply a need for anthropomorphism. Conversely, just because a program pretends to be anthropomorphic does not make it an agent: ELIZA pretends to be human, but no one could call it an agent; it lacks most of the crucial notions above, such as being useful for a domain, being personalizable, or having any degree of autonomy. 
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· Expectations
Whenever one interacts with some other entity, whether that entity is human or cybernetic, the interaction goes better if one's expectations match reality. By the very nature of delegation, assuming perfect operation, especially in a changing world where tasks, goals, and means may be constantly changing, is likely to lead to disappointment. Agents are most useful in domains in which graceful degradation and the correct balance of risk to trust can be obtained, and users' expectations are very important in establishing this domain and making the agent useful. 

Conclusion

Agents can play many roles, hence personal assistants or knowbots, which have expert knowledge in some specific domain. Furthermore, due to the multiplicity of roles that agents can play, there is now a plethora of adjectives which precede the word agent as in the following: search agents, report agents, presentation agents, navigation agents, role-playing agents, management agents, search and retrieval agents, domain-specific agents, development agents, analysis and design agents, testing agents, packaging agents and help agents. We intend to develop what we call Taskbots (agents which perform specific tasks) to communicate with each other in order to implement a certain model.
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What are Autonomous Agents?

Autonomous agents are versatile machines capable of interacting coherently with an environment and executing a variety of tasks in unpredictable conditions. 

Most activities for an autonomous agent involve planning the cheapest path which allows for one or more (possibly inter-related) goals to be achieved while avoiding collisions with obstacles, other agents or people; this navigation capability necessarily relies on a topological and metric description of the environment.

Autonomous agents are software entities are capable of independent action in dynamic, unpredictable environments. Agents are also one of the most important and exciting areas of research and development in computer science today. Agents are currently being applied in domains as diverse as computer games and interactive cinema, information retrieval and filtering, user interface design, and industrial process control. 

Why Use Autonomous Agents?

A real incident is composed of the interactions between the police and crowd. Rather than scripting the incidents and specifying choice points we chose to build a representation of the world where incidents develop through the interactions of autonomous agents. Each agent has behaviour that appears similar to their real-world counterparts. 

A simple control scheme for the agents suffices as only the surface behaviour is of interest, we are not concerned with explicitly representing the motivations or goals of the agents. The inspiration for using reactive behaviour models came from Reynolds 

Adaptation and Learning in Autonomous Agents 

The ultimate goal of artificial intelligence is to construct a fully autonomous agent that operates in the physical world, much as do humans. True autonomy implies the ability to generate one's own tasks and to decide when one task is more important than another. This in turn requires the ability to adaptively change the relative importance of tasks when the real world violates one's expectations and to learn an improved world model that makes better predictions in the future.
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Agent Classifications

Having settled on a much less restrictive definition of an autonomous agent, which help us further classify agents in useful ways. The following table will list out the different classification of an agent. 

Property
Other Names
Meaning





· Autonomous

Exercises control over its own actions





· Character

Believable "personality" and emotional state





· Communicative
Socially able 
Communicates with other agents, perhaps including people





· Flexible

Actions are not scripted





· Goal-oriented
Pro-active purposeful
Does not simply act in response to the environment





· Learning
Adaptive
Changes its behavior based on its previous experience





· Mobile

Able to transport itself from one machine to another





· Reactive
Sensing and acting
Responds in a timely fashion to changes in the environment





· Temporally continuous

Is a continuously running process
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Autonomous Bibliography Building Agent


“Towards an Autonomous Bibliography Building Agent (ABBA)” is the project title of our Attachment work here at Kent Ridge Digital Labs (KRDL). The purpose of this report is dedicated in helping the programmer, that will be developing this program to understand and realize what are the Issues surrounding the Building of such an agent.


To help understand Project ABBA, a diagram is represented as shown below.

4.1 – Diagram of Project ABBA
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This diagram gives a rough idea of how the Autonomous Bibliography Building Agent will operate once it is being activated.

1. The user will input the desired Internet website where all of the publications of a particular author. Publications would consist of conferences, theses, journals, chapters from books, magazines, word documents and even HTML documents, etc.

2. Through a set of keywords set, the program will download the website and process it through Text Mining. (In this case, Artificial Intelligence and Neural Networks will be applied inorder to allow the program to learn and work efficiently.

3. Once Text Mining for all the bibliographies in the author’s website is done. It will sort the bibliographies to their format and according to the author’s name or to the user’s requirements into a database format.

4. A search option can also be done to suite user’s enquries and the program will display all relevant data searched from its database.


Evaluation 

& 

Issues Recommended

Evaluation and Issues Recommended

5.1 – Evaluation


This program once created will definitely serve the user’s needs by reducing the time spent generating and putting the bibliography together. There is a saying by Walter Alvarez, a professor of geology at the University of California, that “One of the biggest nasty chores in writing a scientific paper is putting together the bibliography which is always a big nuisance.”


To help cope with this chore, software packages to manage and produce bibliographies began to appear in the early 1980s. Now more powerful, more user-friendly, and more numerous than ever before, these programs offer the capability not only to automatically generate bibliographies, but also to do so in the appropriate formats for dozens of leading scientific journals.  


Although there are more than 40 such software products available in the market ready to be used, there are no versions or programs that could handle bibliographies downloaded from the network environment. Software manufacturers talked about the possibility, but does not expect to see such a product soon. 


Therefore with this report, I wish to help produce the ability to generate bibliographies in almost any material format for any topic found in the Internet and to reformat that bibliography as necessary that remains the central feature of these programs, the one most appreciated by researchers.

5.2 – Issues Recommended


Building an Autonomous Bibliography Building Agent is no easy task and for it to work efficiently and effectively, it requires patience and time. Therefore, the following issues listed should be adopted. 
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Issues to consider:

5.2.1 – Knowledge of Bibliographic Citation

What is a Bibliography?
A bibliography is a list of works on a given subject or by a particular author. Individual items in a bibliography are called citations. A bibliographic citation is a written description of a book, journal article, essay, or some other published material. Bibliographic citations characteristically have three divisions: author, title and publication information. However, the substance and format of these components vary with the type of source being cited.

Programmer’s aspect

To begin with, the programmer will be required to have some knowledge on what is a Bibliography and how to cite a variety of publications for different purposes or materials before he can proceed on with the building of an Autonomous Bibliography Building Agent. As the program will be obtaining bibliographies from the Internet, citing both types of information formats are important. The purpose of listing down bibliographies allows others to follow up on the author’s work, which in this case would be on the theme – Robocup.

With such knowledge at hand, the programmer now does not have to refer to any references and guides while writing the program as he understands how each material either in it’s physical or electronic format will look like. 

The following information on the next two pages, will explain on some of the material’s bibliographic citation format. Examples of both physical and electronic material formats can be found in Appendix 1.

What is a Bibliography?
A bibliography is a list of works on a given subject or by a particular author. Individual items in a bibliography are called citations. A bibliographic citation is a written description of a book, journal article, essay, or some other published material. Bibliographic citations characteristically have three divisions: author, title and publication information. However, the substance and format of these components vary with the type of source being cited.
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How to interpret them?
Not all materials described here are related to the “RoboCup” papers found in the Authors’ publication website, but included in this report for information purposes.

· Books
Citations for books include the author, title, place of publication, name of publisher, and the year of publication.

Format:
Author’s Last name, Author’s First name. Title of the Book. Place of Publication: Publisher, Year Published.

· Articles
Citations for scholarly journals, and articles in magazines, include the author, title of the articles, and the publication information (journal or magazine title, volume number, year of publication, and inclusive page numbers of the article.) 

Format:

Author of Article, “Title of Article.” Title of Journal Volume Number (Year Published): Page Numbers of Article.

In daily and weekly periodicals (newspapers and some magazines) the volume number is often replaced by the complete date of publication (month, day, and year).

· Essays
Citations for essays include two titles: the title of the essay (in quotations) and the title of the book in which it appears (underlined or italicized). Other components of the citation include the author’s name, place of publication, publisher, year of publication, and inclusive page numbers of the essay.

Format:
Author’s Name. “Title of Essays.” Title of the Book. Editor of the Book. Place of Publication: Publisher. Year Published. Page Numbers of Essay.
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· Periodical Indexes
Periodical indexes typically include information on an article’s subject, title, journal source, and author. Often the journal source is abbreviated; however a list of these abbreviations, with the full journal title, is usually in the front of the index volume. Many periodical indexes cite books and book reviews, as well as periodical articles and reviews.

Format:
Subject

Title of Article. Author’s First Initial and Last Name. Journal Title Volume Number Pages Date [no punctuation between these elements]

· Abstracts
In addition to the bibliographic citation, abstracts include a brief summary of the particular article, book, or review source.

· Newspaper Indexes
Newspaper indexes typically contain information on the article’s subject, title, date and location within the newspaper. Generally indexes list the month and day of an article’s publication, and not the year. Therefore, the date on the spine of the index volume should be noted.

Difference in each citation

As mentioned above, there are so many information material sources that are being published each day. Therefore, there is definitely a difference between these materials that makes them unique to identify. With this uniqueness, the programmer can then write out the program that will help retrieve and sort each bibliography record into a standardize format.

At the moment, there are no information sources found that can identify the uniqueness of each bibliographic format’s citations. Therefore, the program will have to be introduced to Neural Networks, whereby the program will learn, evolving and getting smarter everyday to make itself a better information tool without the need of any user intervention, if the user so wishes, that is.
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Issues to consider:
5.2.2 – Program Learning using Neural Networks via Artificial Intelligence

Neural Networks
First of all, when we are talking about a neural network, we should more properly say "artificial neural network" (ANN), because that is what we mean most of the time in comp.ai.neural-nets. Biological neural networks are much more complicated than the mathematical models we use for ANNs. But it is customary to be lazy and drop the "A" or the "artificial". 

The basics of Neural Networks
There is no universally accepted definition of an NN. Neural networks are typically organized in layers. Layers are made up of a number of interconnected ‘nodes’, which contain an 'activation function'. Patterns are presented to the network via the 'input layer', which communicates to one or more 'hidden layers' where the actual processing is done via a system of weighted 'connections'. The hidden layers then link to an 'output layer' where the answer is output as shown in the graphic below.



Most ANNs contain some form of 'learning rule’, which modifies the weights of the connections according to the input patterns that it is presented with. In a sense, ANNs learn by example as do their biological counterparts; a child learns to recognize dogs from examples of dogs.


Although there are many different kinds of learning rules used by neural networks, this demonstration is concerned only with one; the delta rule. The delta rule is often utilized by the most common class of ANNs called 'backpropagational neural networks' (BPNNs). Backpropagation is an abbreviation for the backwards propagation of error. 
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With the delta rule, as with other types of backpropagation, 'learning' is a supervised process that occurs with each cycle or 'epoch' (i.e. each time the network is presented with a new input pattern) through a forward activation flow of outputs, and the backwards error propagation of weight adjustments. More simply, when a neural network is initially presented with a pattern it makes a random 'guess' as to what it might be. It then sees how far its answer was from the actual one and makes an appropriate adjustment to its connection weights.

What applications should Neural Networks be used for? 

Neural networks are universal approximators, and they work best if the system you are using them to model has a high tolerance to error. One would therefore not be advised to use a neural network to balance one's checkbook! However they work very well for:

· capturing associations or discovering regularities within a set of patterns

· where the volume, number of variables or diversity of the data is very great

· the relationships between variables are vaguely understood or,

· the relationships are difficult to describe adequately with conventional approaches

How many kinds of NNs exist?

There are many many kinds of NNs by now. Nobody knows exactly how many. New ones (or at least variations of existing ones) are invented every week. Below is a collection of some of the most well known methods, not claiming to be complete. 

The main categorization of these methods is the distinction between supervised and unsupervised learning: 

· In supervised learning, there is a "teacher" who in the learning phase "tells" the net how well it performs ("reinforcement learning") or what the correct behavior would have been ("fully supervised learning"). 

· In unsupervised learning the net is autonomous: it just looks at the data it is presented with, finds out about some of the properties of the data set and learns to reflect these properties in its output. What exactly these properties are, that the network can learn to recognise, depends on the particular network model and learning method. Usually, the net learns some compressed representation of the data. 
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Who is concerned with NNs?

Neural Networks are interesting for quite a lot of very different people: 

· Computer scientists want to find out about the properties of non-symbolic information processing with neural nets and about learning systems in general. 

· Statisticians use neural nets as flexible, nonlinear regression and classification models. 

· Engineers of many kinds exploit the capabilities of neural networks in many areas, such as signal processing and automatic control. 

· Cognitive scientists view neural networks as a possible apparatus to describe models of thinking and consciousness (High-level brain function). 

· Neuro-physiologists use neural networks to describe and explore medium-level brain function (e.g. memory, sensory system, motorics). 

· Physicists use neural networks to model phenomena in statistical mechanics and for a lot of other tasks. 

· Biologists use Neural Networks to interpret nucleotide sequences. 

· Philosophers and some other people may also be interested in Neural Networks for various reasons. 

Artificial Intelligence

The field of Artificial Intelligence (AI) has blossomed over the last decade from a purely academic pursuit to a practical technology. A more practical definition is “Artificial Intelligence is the study of ideas that enable computers to be intelligent.” It is also defined as the part of computer science concerned with designing intelligent computer systems, that is, computer systems that exhibit the characteristics we associate with intelligence in human behaviour - understanding language, learning, reasoning and solving problems. 

AI is a widespread discipline covering many different subjects. The question arises as to whether there is space for a new AI besides the old one. AI follows the goal of making computer smart. Therefore, it is a classical engineering science and constructive in its character. 
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What is Artificial Intelligence (AI)?

Artificial intelligence can be viewed from a variety of perspectives:

· From the perspective of intelligence, artificial intelligence is making machines "intelligent" -- acting as we would expect people to act. 

· From a research perspective, "artificial intelligence is the study of how to make computers do things which, at the moment, people do better". 

· From a business perspective AI is a set of very powerful tools, and methodologies for using those tools to solve business problems. 

· From a programming perspective, AI includes the study of symbolic programming, problem solving, and search. 

· Typically AI programs focus on symbols rather than numeric processing. 

· Problem solving - achieve goals. 

· Search - seldom access a solution directly. Search may include a variety of techniques. 

· AI programming languages include: 

LISP, developed in the 1950s, is the early programming language strongly associated with AI. 

The second language strongly associated with AI is PROLOG. PROLOG was developed in the 1970s. PROLOG is based on first order logic. PROLOG is declarative in nature and has facilities for explicitly limiting the search space. 

Object-oriented languages are a class of languages more recently used for AI programming. Important features of object-oriented languages include:

· concepts of objects and messages

· objects bundle data and methods for manipulating the data

· sender specifies what is to be done receiver decides how to do it

· inheritance (object hierarchy where objects inherit the attributes of the more general class of objects)
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Classifications of Artificial Intelligence

There are two types of AI used, mainly the classical or ‘old’ AI and the new AI. Superficially, new AI mainly uses new methods (consisting of neural networks, genetic algorithms, autonomous behavior systems) to produce intelligently behaving systems or models of cognition. By virtue of the specific goal- or behavior-oriented view of computer science this means: new AI tries to develop a model of complex behavior, which follows some prespecified goals. Instead of being based on a classical representation hypothesis new AI is inspired by biology and evolutionary theory together with their hypothesis that human intelligence is historically based on that of primitive animals. The program of New AI excludes symbols and predicates (at least in the sense of being elements in a model of the world) because it has reorganized the reductive process in old AI of setting things identical in the predicates as too restrictive. 

Conclusion

Allowing the program to interact with neural networks and artificial intelligence enhances the capability of the computer learning from its own mistakes. Through trial and error, this program will learn how to identify each division within a bibliographic citation and also the material type and present the citation in a standardized format.

Project ABBA can be classified among the broad range of areas under the term Artificial Intelligence as a knowledge system. Knowledge systems are software systems that have structured knowledge about a field of expertise. They are able to solve some problems within their domain by using knowledge derived from experts in the field. Knowledge systems use symbols to represent concepts, which are manipulated using different techniques. This approach emphasizes data interpretation. They consist of a collection of utilities and programs for the development environment and the delivery environment.


For some reason, artificial intelligence has been defined with few connections to conventional programming. This is probably because AI’s goal is to emulate people, and the idea of having computers “think” was uncomfortable to many. The only difference between some of the other fields of computer and AI is the way in which they process data. Traditional computing activities focused on manipulating data, primarily in the form of “number crunching” machines. In contrast, AI systems concentrate on interpreting the data and their symbolic relationships as a means for emulating human thought. This fascination with the thinking process meant incorporating many of the studies and theories of cognitive science along with the computer sciences. 
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Issues to consider:
5.2.3 – Techniques in Information Retrieval/Extraction and Text Mining

Information Retrieval

Information retrieval is a wide, often loosely-defined term, but I shall be concerned only with automatic information retrieval systems. It is the term conventionally, though somewhat inaccurately, applied to the type of activity discussed in this volume. An information retrieval system does not inform (i.e. change the knowledge of) the user on the subject of his inquiry. It merely informs on the existence (or non-existence) and whereabouts of documents relating to his request.

The Internet, the World Wide Web, the various search engines, and the browsers individual people use, are mechanisms for information retrieval (at least), but they are in many ways inadequate. The information people seek may be out there, but it can be very hard to find. To solve this problem, many people have suggested meta-content information, or content-descriptors, often based on what librarians have called descriptor languages. I have been working on descriptor languages for many years, but what is most distinctive about my approach is its relationship to natural human languages. 

Much of the research and development in information retrieval is aimed at improving the effectiveness and efficiency of retrieval. Efficiency is usually measured in terms of the computer resources used such as core, backing store, and CPU time. It is difficult to measure efficiency in a machine independent way. In any case, it should be measured in conjunction with effective-ness to obtain some idea of the benefit in terms of unit cost.

Information Extraction
Information extraction is a much more difficult task than information retrieval. The objective of information extraction (IE) is to address the need to collect the information (instead of articles containing the information) from large volumes of unrestricted text. 
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What is Information Extraction?
Information extraction (IE) systems, analyze unrestricted text in order to extract specific types of information. IE systems do not attempt to understand all of the text in all input documents, but they do analyze those portions of each document that contain relevant information. Relevance is determined by pre-defined domain guidelines, which must specify, as accurately as possible, exactly what types of information the system is expected to find.

One way to think of information extraction is in terms of database construction. An IE system attempts to convert unstructured text documents into codified database entries. Database entries might be drawn from a set of fixed values, or they can be actual substrings pulled from the original source text. For each IE task, a virtual database has to be designed which specifies the number of database entries that can be filled, and the data specifications for each of those fillers. 

From a language processing perspective, IE systems must operate at many levels, from word recognition to sentence analysis, and from understanding at the sentence level on up to discourse analysis at the level of the full text document. Dictionary coverage is an especially challenging problem since open-ended text documents can be filled with all manner of jargon, abbreviations, and proper names, not to mention typos and telegraphic writing styles in documents that contain notes instead of proper English. It will not easy to build an operational information extraction system. 

Text-Mining

Research and the development of new products depend on accurate and relevant information. Standard ways of accessing text information (i.e. searching) can be difficult and time-consuming. This is particularly true for those who work with the large body of published scientific and technical information that drive research and development.

Text mining supports the knowledge worker who must extract meaning and relevance from large amounts of information. Text mining is analogous to data mining in the database world; it finds new value in existing information. By uncovering relationships and knowledge in text-based documents, text mining helps valuable knowledge experts work effectively and creatively.
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What is it?

Text Mining is the logical outgrowth of Data Mining and Knowledge Discovery, which is also know as Knowledge Discovery in Databases (KDD). The accumulation of data in alphanumeric databases presented a challenge. The information specialists realized that huge quantities of information were a resource that could be "mined" for significant insights into the preferences of their customers. Other organizations investigated applications that could gleam or discover knowledge in large databases. These insights translated into corporate profits. There is a significant amount of work being done in this area. Conferences like KDD provide an opportunity to evaluate the state of the industry. 

Where are we today?

In late 1997 and early 1998, textbased investigations were being reported in literature and on the Web. However, there is no coherence in the text mining applications as there were with data mining. Except for the fact that tools are called "text mining" there is a wide range of functions that are covered. One Text Mining program builds and maintains a dynamic knowledge collection that can be browsed, but is not a search engine. Another application is described as a data mining product that combines an advanced search engine with text analysis tools. A third effort is directed at a visual presentation of the output of the mining. A fourth product is claimed to be an interactive knowledge visualization system that employs a "text processing" engine to analyze and develop documents. The "text harvesting" engine produces visual maps of the documents with clusters of similar documents. Another Text Mining tool is called an information visualizer. It permits different visual representations of information linkage. Each one appears to have totally different structures and results. As stated, there is no coherent structure to the Text Mining.
Conclusion

Text expresses a vast, rich range of information, but encodes this information in a form that is difficult to decipher automatically. Text-mining is a process of analyzing text to extract information useful for a particular application, where by information such as a word, a keyword or any individual descriptive elements are used to acquire the required information within that particular document. 
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Issues to consider:
5.2.4 – Fundamentals and Advance Knowledge of Visual Basic programming


Visual Basic will be the programming tool used to develop the Autonomous Bibliography Building Agent and at the moment, the latest version in use is the “Visual Basic 6.0". It provides excellent performance, is the easiest to learn and use, and provides an unmatched feature set.

What’s New?
Based on feature requests from more than 3.2 million developers using Visual Basic and a thorough look at the tasks performed most often by these developers, the key features of Visual Basic 6.0 include: 

· High-performance native-code compiler.


Create applications and both client- and server-side components that are optimized for throughput by the world-class Visual C++® 6.0 optimized native-code compiler. 

· Access to all of your enterprise data sources through ODBC, OLE DB, and Microsoft ActiveX® Data Objects (ADO).


Visual Basic 6.0 introduces ADO as the powerful new standard for data access. Included OLE DB drivers include SQL Server™ 6.5+, Oracle 7.3.3+, Microsoft Access, ODBC, and SNA Server. 

· Integrated Visual Database Tools.


Visual Basic 6.0 provides a complete set of tools for integrating databases with any application. Database features include design tools for creating and modifying SQL Server 6.5, Oracle 7.3.3 or above, and AS/400 databases. 

· Automatic data binding.


Virtually no code is needed to bind controls to data sources. Setting just two properties in the Properties window connects the control to any data source. 
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· Data Environment designer.


Visually create reusable recordset command objects with drag-and-drop functionality. Bind to multiple data sources for data aggregation and manipulation. 

· Drag and drop creation of data-bound forms and reports.


Using the new Data Environment designer, developers can quickly drag-and-drop custom data-bound controls to create forms or reports with the new Data Report designer. Creation of custom data hierarchies is as easy as filling out a dialog box and dragging the command to the form. 

· Middle-tier testing and deployment tools.


Interactively debug Microsoft Transaction Server–packaged components, and package and deploy components to remote servers. 

· Visual Basic WebClass designer.


Create server-side applications and components that are easily accessible from any Web browser on any platform. 

· Dynamic HTML (DHTML) Page designer.

Develop multimedia-rich applications using the document object model and Dynamic HTML design surface.
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Codes to use

As I am currently using Visual Basic 5.0, I shall introduce some of the codes that are applicable to the program ABBA. They are:

· Array Function
· Format Function – Date/Time
· Left Function

· Chr Function
· Get Statement 
· Mid Function

· Close Statement
· If...Then...Else Statement
· Open Statement

· Dim Statement
· Input # Statement
· Protocol Property (Internet Transfer Control)

· Do...Loop Statement
· Input Function
· Right Function

· For...Next Statement
· InStr Function
· Write # Statement

Note: Explanations, examples and syntax of all Visual Basic codes listed above can be found in the VB Help manual. 

Most of the codes mentioned here are similar to the Web Validator program that both my industrial attachment partner and I are doing. The functions used by the Autonomous Bibliography Building Agent is quite similar to the Web Validator, therefore I feel that creating ABBA will not be too difficult once the “WebVat” as I called it, has been completed.
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Issues to consider:
5.2.5 – Requirements for an Autonomous Bibliography Building Agent

Here, I will be focusing on the program’s interface and structure. There are three types of interface and they are Command-based, menu-driven and windows-based. As the program will be using the Visual Basic programming language, all three interfaces are used therefore creating a multiple user-interface. 

List of criteria to follow

1. Operational level

The program should allow:

· Reasonable response time

· Ability to interrupt processing 

· Select item from index without re-typing

2. Ergonomics of display

In order to build a good program, the Autonomous Bibliography Building Agent should have:

· Effective use of colors

· Easy to understand terminology used on menu bars

· Consistent use of terminology on menu bars, and if possible

· Clear introductory screen

· Shortcuts for experienced users

· Efficient use of function keys
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3. Search language and functionality

The program should allow the use of:

· Boolean operators

· Keyword searching

· Multi-file searches

· Free-text search

· Use of abbreviation, or

· Combination of several search features in one query

· Use of truncation

· Limit searches in different fields, e.g. author, publication date, language, etc.

4. Output

It should give the user options like:

· Saving the search results

· Ability to print search results

· View it in their desired format

· Ability to sort results by fields, such as author, year of publication, etc

5. Help features

The program should have:

· On-screen tutorial

· On-screen instruction especially on prompts and menus

· Display of meanings of commands and menu items

· Useful error messages to guide users

· Error messages should not only alert users to an error condition but also suggest ways of recovering from it.

· Context-specific online help.

6. Exiting

The Autonomous Bibliography Building Agent should allow the user to exit quickly and easily.
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7. Documentation

All programs must be provided with a manual therefore, the document presented should be:

· Easy to understand

· Include sample methods of using the program’s functions

· Information on any new/special features.

8. Others

This potion should be considered once the program is ready for distribution and usage. The other criterias are :  Cost and Customer support and training
Conclusion


The making of an Autonomous Bibliography Building Agent is still unknown to many. However, the present bibliographic software packages have allowed users to experience their powerful research capabilities and generally relieve them from the burden of creating bibliographies for papers. So, will this program be popular once it has been developed? I will certainly give a YES as by having this Autonomous Agent, it will:

· Minimize time in creating the bibliographies manually,

· Prevent duplication of bibliographic records created,

· Provide a rapid and smooth service to organizations that uses them. E.g. Libraries,

· Ease retrieval time in searching for specific bibliographic record, and 

· Help save cost in manpower and resources.

Appendix 1

How to prepare a Bibliographic Citation?

Books

· Single author

Hart, James D. The Oxford Companion to American Literature. 5th ed. New York: Oxford UP, 1983.

Fairbanks, Carol. Prairie Women: Images in American and Canadian Fiction. New Haven: Yale UP, 1986.

· Two authors

Welsch, Roger, L., and Linda K. Welsch. Cather’s Kitchens: Foodways in Literature and Life. Lincoln: U of Nebraska P, 1987.

· Three authors

Berry, Jason, Jonathan Foose, and Tad Jones. Up from the Cradle of Jazz: New Oeleans Music since World War II. Athens: U of Georgia p, 1986.

· No author

Encyclopedia of Photography. New York: Crown, 1984.

· Two or more books by the same author

Martin, Malachi. The Encounter. New York: Farrar, 1969. ---. The Final Conclave. New York: Stein, 1978.

· A corporate author

American Library Association. Intellectual Freedom Manual. 2nd ed. Chicago: ALA, 1983.

· An editor or compiler

Allen, Robert C., ed. Channels of Discourse: Television and Contemporary Criticism. Chapel Hill: U of North Carolina P, 1987.

For more than three authors, you may name only the first, followed by et al., or you may give the names of all of the authors in the order in which they are listed on the title page.

· An Anthology or Compilation
Moravcevich, N. “The Romanticization of the Prostitute in Dostoyevshy’s Fiction.” The Image of the Prostitute in Modern Literature. Ed. Pierre L. Horn and Mary Beth Pringle. New York: Unger, 1984. 53-61.

· Previously published Article reprinted in a Collection

Roberts, Sheila. “A Confined World: A Rereading of Pauline Smith.” World Literature Written in English 24 (1984): 232-38. Rpt. In Twentieth-Century Literature Criticism. Ed. Dennis Poupard. Vol. 25. Detroit: Gale, 1988. 399-402.

· Multi-volume Work

Churchill, Winston S. A History of the English-Speaking Peoples. 4 vols. New York: Dodd, 1956-58.

· Work cited is from one volume only of a Multi-volume Work
Stowe, Harriet Beecher. “Sojourner Truth, the Libyan Sibyl.” 1863, The Health Anthology of American Literature. Ed. Paul Lauter et al. 2nd ed. Vol. 1. Lexington: Heath, 1994. 2425-33.

Encyclopedia

· An Article

“Mandarin.” The Encyclopedia Americana. 1993 ed.

Mohanty, Jitendra M. “Indian Philosophy.” The New Encyclopedia Britannica: Marcopaedia. 15th ed. 1987.

When citing less familiar encyclopedias, give full publication information:

Trainen, Isaac N., et al. “Religious Directives in Medical Ethics.” Encyclopedia of Bioethics. Ed. Warren T. Reich. 4 vols. New York: Free, 1978.

· Known author

Chiappini, Luciano. “Este, House of.” Encyclopedia Britannica: Macropaedia. 1974.

· Unknown author

“Melodeon.” Encyclopedia Americana. 1985 ed.

Government Publications

United States.  Cong.  Senate.  Subcommittee on Constitutional Amendments of the Committee on the Judiciary. Hearings on the "Equal Rights" Amendment.  91st Cong., 2nd sess., S. Res. 61.  Washington:  GPO, 1970.

Journals

Cope, Jackson I. “Bernini and Roman Commedie Ridicolose.” PMLA 102(1987): 177-86.

· Periodical Article in a continuously paged Scholarly Journal

Flannigan, Beverly Olson. “Peer Tutoring and Second Language Acquisition in the Elementary School.” Applied Linguistics 12 (1991): 141-58.

· Article in a Scholarly Journal that pages each issue separately

Hallin, Daniel C. “Sound Bite News: Television Coverage of Elections, 1968-1988.” Journal of Communication 42.2 (1992): 5-24.

Magazines

· Article from a Weekly Magazine
Bazell, Robert. “Science and Society: Growth Industry.” New Republic 15 Mar. 1993: 13-14.

· Known author

Prince, Dinah. “Marriage in the ‘80’s.: New York 1 June 1987: 30-38.

· Unknown author

“Drunkproofing Automobiles.” Times 6 Apr. 1987: 37.

For magazines published daily, weekly. Bi-weekly, or monthly, omit the volume and issue numbers, even if these are given in the magazine. For monthly magazines, give the month and year; give day, month, and year for magazines published more frequently. If article you are citing is not printed on consecutive pages, give only the first page number and a plus sign. E.g., 45+

Newspapers

· Article from a Daily Newspaper

Manegold, Catherine S. “Becoming a Land of the Smoke-Free, Ban by Ban.” New York Times 22 Mar. 1994, late ed.: A1+.

· Known author

Greeley, Andrew. “Today’s Morality Play: The Sitcom.” New York Times 17 May 1987, late ed., sec. 2: 1+.

· Unknown author

“Massachusetts Senate Kills Bill that Bans Use of Handguns.” New York Times 17 Apr. 1975: B50.

· An Editiorial

Zuckerman, Mortimer B. “Welcome to Communicopia.” Editorial. US News and World Report 1 Nov. 1993: 116.

Reviews
Towers, Robert.  "Mystery Women."  Rev. of Cat's Eye, by Margaret Atwood.  New York Review of Books 27 Apr. 1989:  50-51. Kauffmann, Stanley.  "A New Spielberg."  Rev. of Schindler's List, dir. Steven Spielberg.  New Republic 13 Dec. 1993: 30.

Interview

· Interview that you conducted

Henry, Nicholas.  Personal interview.  22 July 1995.

Turner, Ted.  Telephone interview.  11 Aug. 1995.

· Interview conducted by someone else

Blackmun, Henry.  Interview with Ted Koppel and Nina Totenberg. Nightline.  ABC.  WABC, New York.  5 Apr. 1994.

Electronic Sources (CD-ROM, Diskette, or Magnetic Tapes)

Zieger, Herman E. "Aldehyde." The Software Toolworks Multimedia Encyclopedia. Vers. 1.5. Software Toolworks. Boston: Grolier, 1992.

List the author's name, last name first, followed by the title of the article in quotation marks and the title of the publication in italics, any version or edition numbers, series name, if applicable, and the publication information, if available. 

· CD-ROM
Russo, Michelle Cash.  "Recovering from Bibliographic Instruction Blahs."  RQ:  Reference Quarterly 32 (1992):  178-83. Infotrac:  Expanded Academic Index ASAP.  CD-ROM. Information Access.  Dec. 1993.

I.e., cite the work as it was originally published. Then give the name of the database in which you saw it (Infotrac: Expanded Academic Index ASAP), the format (CD-ROM), the vendor (Information Access), and the date of the disk. 

· A Film

A Room With a View.  By E.M. Forster.  Adapt. Ruth Prawer Jhabvala.  Dir. James Ivory.  Prod. Ismail Merchant.  Perf. Maggie Smith, Denholm Eliot, Helena Bonham Carter, and Daniel Day-Lewis.  Cinecom Intl. Films, 1985.

In citing a film, give the title, the director, the distributor, and the year. You should also include in your citation any other credits (e.g., screenwriter, producer, performers) that are relevant to your discussion of the film. If your discussion focuses on a particular person's contribution to the film, begin the citation with that person's name rather than with the film title, e.g., 

Jhabvala, Ruth Prawer, adapt.  A Room With a View.  By E.M. Forster.  Dir. James Ivory.  Cinecom Intl. Films, 1985.

· A Film on Videocassette

Rashomon.  Dir. Akira Kurosawa.  1950.  Videocassette.  Embassy, 1986.

An Online Source

Angier, Natalie.  "Chemists Learn Why Vegetables Are Good For You."  New York Times 13 Apr. 1991, late ed.: C1.  Online. Lexis/Nexis, NEWS Library; NYT File.  21 Aug. 1995.

I.e., cite the work as it was originally published. Then give the format in which you used it, the computer service through which you accessed it (Lexis/Nexis), including enough detail to enable others to find it, and the date when you accessed it. 

· WWW (World Wide Web) page/sites

"Schistosomaisis in U.S. Peace Corps Volunteers--Malawi, 1992." MMWR:  Morbidity and Mortality Weekly Report 30 Jul. 1993: 565-570.  Centers for Disease Control and Prevention. Online. http://www.cdc.gov/epo/mmwr/mmwr.html 26 Jan 1996.

Burka, Lauren P.  "A Hypertext History of Multi-User Dimensions." The MUDdex.  1993. http://www.apocalypse.org/pub/u/lpb/muddex/essay/ (5 Dec. 1994).

(Available via Lynx, Netscape, Other Web Browsers) 

To cite files available for viewing/downloading via the World Wide Web, give the author's name (if known), the full title of the work in quotation marks, the title of the complete work if applicable in italics, the document date if known and if different from the date accessed, the full http address, and the date of visit. 

· FTP (File Transfer Protocol) Sites

Bruckman, Amy.  "Approaches to Managing Deviant Behavior in Virtual Communities."  Apr. 1994. ftp://ftp.media.mit.edu/pub/asb/papers/deviance-chi94.txt (4 Dec.1994).

To cite files available for downloading via ftp, give the author's name (if known), the full title of the paper in quotation marks, the document date if known and if different from the date accessed, and the address of the ftp site along with the full path to follow to find the paper, and the date of access. 

· Telnet Sites

traci (#377).  "DaedalusMOO Purpose Statement." DaedalusMOO. telnet://daedalus.com:7777, help purpose (30 Apr. 1996).

(Sites and Files available via the telnet protocol)

List the author's name or alias (if known), the title of the work (if shown) in quotation marks, the title of the full work if applicable in italics, the document date if known and if different from the date accessed, and the complete telnet address, along with directions to access the publication, along with the date of visit. 

· GOPHER Sites (Information available via gopher search protocols)

"The Netoric Project."  gopher://kairos.daedalus.com:70/00ftp%3APub%3AACW%3 ANETORIC%3A-Welcome-(13 Jan.1996).

For information found using gopher search protocols, list the author's name (if known), the title of the paper in quotation marks, the date of publication if known and if different from the date accessed, any print publication information, and the gopher search path followed to access the information, including the date that the file was accessed. 

· Email, Listserv, and Newsgroup Citations

Bruckman, Amy S.  "MOOSE Crossing Proposal."  mediamoo@media.mit.edu (20 Dec. 1994).

Seabrook, Richard H. C.  "Community and Progress."  cybermind@jefferson.village. virginia.edu (22 Jan. 1994). 

Thomson, Barry.  "Virtual Reality."  Personal email (25 Jan. 1995).

Give the author's name or alias (if known), the subject line from the posting in quotation marks, the date of the message if different from the date accessed, and the address of the listserv or newslist, along with the date of access in parentheses. For personal email listings, omit the email address. 
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