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ABSTRACT

Hybrid variable length coding (HVLC) was recently proposed as a
novel entropy coding scheme for block-based image and video com-
pression, which divides each transform block into low frequency
(LF) region and high frequency (HF) region and codes them dif-
ferently. To take advantage of the clustered nature of the nonzero
coefficients in the LF region, a two-dimensional position and one-
dimensional amplitude coding scheme (2DP1DA) was also proposed,
which codes the 2D position information, i.e., run of consecutive
zero-valued coefficients and run of consecutive nonzero coefficients,
jointly by a 2D code table. To further improve the coding effi-
ciency, joint position and amplitude coding is desirable. In this pa-
per, we propose a three-dimensional position and amplitude coding
scheme (3DPA) to jointly code the position and amplitude informa-
tion for each nonzero cluster by a 3D code table. The experimental
results show that HVLC with 3DPA for coding LF region achieves
about 3.2%∼3.7% bit rate reduction for a wide range of quantiza-
tion parameters (QP) compared with CAVLC in H.264. Moreover,
the 3DPA scheme is a compact way to realize the joint position and
amplitude coding and it is very suitable for context-adaptive HVLC
design.

Index Terms— Video coding, entropy coding, VLC, H.264.

1. INTRODUCTION

Block-based hybrid video coding approach has been widely adopted
by the existing video coding standards, such as MPEG-2/4, H.263,
and H.264/AVC [1], where motion-compensation prediction is used
to exploit the temporal redundancy, spatial prediction and/or trans-
form coding of the prediction residual are used to exploit the spatial
redundancy, and entropy coding is used to exploit the statistic redun-
dancy of the quantized transform coefficients. Variable length cod-
ing (VLC), due to its efficiency and simplicity, is widely deployed
for entropy coding.

In VLC coding, the sequence of quantized transform coefficients
are first represented by a sequence of coding symbols and then each
symbol is coded by a unique variable length codeword. There are
different ways to construct the coding symbols to efficiently repre-
sent the quantized transform coefficients. A conventional represen-
tation is (run, level) pair, where“run” indicates the number of zeros
preceding a nonzero coefficient and “level” indicates the magnitude
of the nonzero coefficient. In H.263, the “run” and “level” are jointly
coded by a two-dimensional code table, referred to as RL-VLC. In
H.264/AVC, a more sophisticated context-adaptive VLC, referred to
as CAVLC, is used, where “run” and “level” are separately coded by
a code table adaptively chosen from multiple code tables. Compared
with RL-VLC, CAVLC is more efficient due to the introduction of
multiple VLC tables with context adaptive table switch. Multiple ta-
bles based RL-VLC is also studied in [2, 3], where context-adaptive

table switch is used in [2], while a position-dependent table switch
is used in [3]. Another run-level based adaptive coding was also
proposed in [4] to encode the “run” and “level” separately using
adaptive binary arithmetic coding. Run-level based coding schemes,
such as RL-VLC in H.263 and CAVLC in H.264, are efficient to
code scattered nonzero coefficients, however, they are inefficient in
coding clustered nonzero coefficients, due to the fact that n separate
codes are required to represent n consecutive nonzero coefficients,
each of which has a run equal to zero1.

To overcome the inefficiency of the conventional run-level cod-
ing scheme in coding consecutive nonzero transform coefficients,
hybrid variable length coding (HVLC) [5] was recently proposed. In
HVLC, a breakpoint, which is a coefficient index along the coeffi-
cient scan path, is first defined as shown in Fig. 1. The coefficients
below and above the breakpoint are considered as low-frequency
(LF) and high-frequency (HF) coefficients, respectively, where the
nonzero coefficients are statistically more clustered in LF region
while more scattered in HF region. In HVLC, the conventional RL-
VLC or an equivalent scheme is used for coding the HF coefficients,
while a new coding scheme is desired for coding the LF coefficients
to exploit the clustered nature of nonzero coefficients in LF region.
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Fig. 1. Coefficient scan of an 8 × 8 block along a pre-defined path,
e.g., zigzag.

For coding LF region in HVLC, two-dimensional position and
one dimensional amplitude coding (2DP1DA) scheme [5] was pro-
posed, which codes the run of consecutive zero coefficients and run
of consecutive nonzero coefficients as a pair by a two-dimensional
VLC table, and codes the amplitude of each nonzero coefficient in-
dependently by a one-dimensional VLC table. In [6], a joint posi-
tion and amplitude coding scheme (JPAC) was proposed, where the
2D position information and the amplitudes of the last few, up to
a pre-determined number of M , trailing coefficients in the nonzero
cluster are jointly coded by a multiple-dimensional code table. As

1In H.264, the zero-runs at the start of the transform coefficient array
need not be encoded because they can be inferred from the already coded
parameters in the block.



Fig. 2. The block diagram of the proposed 3DPA coding for LF coefficients.

shown in [5, 6], HVLC with 2DP1DA for coding LF region is su-
perior to both RL-VLC in H.263 and CAVLC in H.264, and HVLC
with JPAC for coding LF region further considerably improves the
coding efficiency by joint position and amplitude coding with man-
ageable code table size. Note that, in JPAC scheme, the number of
the jointly coded coefficients (M ) must be pre-determined to gen-
erate the code table. In this paper, we propose a three-dimensional
position and amplitude coding scheme (3DPA) by jointly coding the
2D position information and the number of trailing ones at the end of
the nonzero cluster with a three-dimensional code table. Compared
with JPAC, 3DPA is a more compact way to realize the joint position
and amplitude coding, thus it is more suitable for context-adaptive
HVLC design.

The subsequent sections are organized as follows. In Section 2,
we describe the proposed 3DPA scheme in detail. In Section 3, we
present the experimental results. Finally, the conclusion is given in
Section 4.

2. THREE-DIMENSIONAL POSITION AND AMPLITUDE
CODING (3DPA) FOR LF REGION

There are essentially two types of information that need to be repre-
sented in coding a sequence of quantized transform coefficients: the
positions of the nonzero coefficients and their corresponding am-
plitudes. In RL-VLC scheme, the position and amplitude of each
nonzero coefficient are jointly coded as a (run, level) pair, but differ-
ent nonzero coefficients are coded independently. On the contrary,
in 2DP1DA scheme[5], the positions of consecutive nonzero coeffi-
cients are jointly coded as a two-dimensional position code (2DP),
i.e., the run of zeros that precede the nonzero cluster and the run of
nonzero coefficients within the cluster, while the amplitudes of the
nonzero coefficients are coded separately from the position informa-
tion. To further improve the coding efficiency, it is desirable to code
the positions and amplitudes of the consecutive nonzero coefficients
together. However, the complexity, such as code table size, will grow
exponentially, thus it is necessary to have a compact design for joint
position and amplitude coding.

As shown in Fig. 1, the nonzero coefficients are statistically
more clustered in LF region, while they are scattered in HF region,
which motivates the HVLC design. It is also observed that the ampli-
tudes of the trailing coefficients in each nonzero cluster in LF region

are often sequences of +/-1. Based on these two observations, we
design a three-dimensional position and amplitude coding scheme,
referred as 3DPA, which codes the 2D position information and the
number of the trailing ones of each nonzero cluster jointly with a
3D code table. Fig. 2 shows the block diagram of 3DPA scheme for
coding LF region in HVLC, which includes two major components:
3DPA coding and additional one-dimensional amplitude coding.

1. 3DPA coding: denote the run of the zero-valued coefficients
that precede the nonzero cluster as Rz , denote the run of
the consecutive nonzero-valued coefficients as Rn, and de-
note the number of trailing coefficients with amplitude +/-1
in the nonzero cluster as T1. To efficiently code the 2D po-
sition information and the amplitudes of the trailing ones in
the nonzero cluster, 3DPA scheme codes Rz , Rn and T1 as
a triple by a three-dimensional code table. Since a run of
nonzero-valued coefficients implies that the following coef-
ficient is a zero-valued coefficient (otherwise it would have
been counted into the nonzero cluster), it can be skipped in
the coding process to save bits, that is to say, each run of zero-
valued coefficients can be reduced by 1 before it is coded,
with the exception of the first run at the beginning of a block.
Therefore, the code symbol of 3DPA has the following form:


(Rz, Rn, T1), for the first symbol in a block,
(Rz − 1, Rn, T1), otherwise.

Table 1 shows all the coding symbols of 3DPA. To further
improve the coding efficiency, a binary information, denoted
as Ln, can be incorporated into the 3DPA symbols for LF
region and RL symbols for HF region to indicate whether this
is the last nonzero coefficient in the block, then the extended
code symbol of 3DPA has the following form:


(Rz, Rn, T1, Ln), for the first symbol in a block,
(Rz − 1, Rn, T1, Ln), otherwise,

where, Ln = 1 means that it is the last nonzero coefficient
in the block, while Ln = 0 means that there are still some
remaining nonzero coefficients in the block.

2. Amplitude coding: since the trailing T1 nonzero coefficients
have amplitude +/-1 and have been jointly coded by the 3DPA
coding as above, only the other Rn−T1 nonzero coefficients



at the beginning of the nonzero cluster need to be encoded
additionally. The amplitudes of all the remaining nonzero co-
efficients except the one immediately preceding the trailing
ones are coded directly by a 1D VLC, while the amplitude of
the coefficient immediately preceding the trailing ones is re-
duced by 1 and codec by a 1D VLC to shorten the codeword
since it must be greater than 1.

To illustrate the proposed HVLC coding scheme using 3DPA for
LF region and RL-VLC for HF region, consider an example shown in
Table 2, where all the remaining coefficients in the sequences are as-
sumed to be zeros, and a constant breakpoint N = 14 is used. In the
coding stream, C3D denotes the 3DPA codeword, CA denotes the
one-dimensional amplitude codeword, and CRL denotes the code-
word of RL-VLC. Note that the sign of each nonzero coefficient is
coded separately with 1 bit and omitted in Table 2.

3. EXPERIMENTAL RESULTS

In this section, we report the preliminary test results of HVLC using
3DPA for coding LF region and RL-VLC for coding HF region. We
incorporate HVLC into the H.264 codec by replacing the CAVLC
entropy coding scheme in H.264 with HVLC scheme. Since the pro-
posed HVLC algorithm is targeted at coding high resolution video
sequences with 8× 8 transform block size, H.264/AVC FRExt with
fixed 8× 8 transform is used in the simulation.

The test database includes ten 4CIF standard test sequences.
Each sequence has 210 frames with a frame rate of 25 frames per
second (fps). The GOP length is 15 frames, where one is INTRA
coded and the others are INTER coded. For HVLC with 3DPA cod-
ing scheme, the code tables are constructed based on the measured
statistics of symbols and are generated separately for INTRA and
INTER modes. A constant breakpoint (N) is used for a given quan-
tization parameter (QP). In particular, we use three pairs of (QP,
N) parameters, i.e., (QP=5, N=27), (QP=25, N=20), and (QP=37,
N=14), as test examples for small, medium, and large QPs respec-
tively, and their corresponding breakpoints are determined by gath-
ering the statistics from the training sequences to appropriately sep-
arate the clustered region and scattered region. For comparison pur-
pose, HVLC with 2DP1DA for coding LF region and CAVLC in
H.264/AVC are also tested. All the experiments are conducted us-
ing H.264/AVC FRExt with fixed 8 × 8 transform. Note that the
complexity of HVLC with 3DPA algorithm and CAVLC in H.264 is
much less than the complexity of CABAC in H.264 [7], therefore,
CABAC is not included in the comparison.

Table 3, 4 and 5 show the bit-rate results for coding the test se-
quences with QP = 5, 25, and 37, respectively. For each sequence,
we provide the respective bit-rate results for INTRA- and INTER-
coded blocks and the overall bit-rate results. The total results for
all the test sequences are also given. All the bit-rate results are in
kbits/sec. A positive percentage in the tables indicates the bit-rate
reduction achieved by HVLC, while a negative percentage indicates
that the bit rate is increased by HVLC. From the results, we can see
that compared with CAVLC in H.264, HVLC with 3DPA for coding
LF region can reduce the bit rate considerably for a wide range of
QP, i.e., 3.16% for QP=5, 3.64% for QP=25 and 3.45% for QP=37,
while HVLC with 2DP1DA for coding LF region can reduce the
bit rate averagely by 2.90% for QP=5, 2.00% for QP=25 and only
0.52% for QP=37, i.e., a larger gain for small QP, while a marginal
gain for large QP. It can be easily understood as follows: for small
QP, a big gain is achieved by solo 2D position coding while a small
additional gain is achieved by joint amplitude with position coding

since there are many large nonzero clusters and most of the nonzero
coefficients tend to be large; on the contrary, for large QP, a small
gain is achieved by solo 2D position coding while a big additional
gain is achieved by joint amplitude with position coding since the
nonzero clusters tend to be small and most of the nonzero coeffi-
cients also tend to be small.

Furthermore, compared with HVLC with JPAC for coding LF
region [6], HVLC with 3DPA for coding LF region achieves simi-
lar coding efficiency with similar code table size. However, 3DPA
scheme is a more compact way to jointly code the 2D position in-
formation and amplitude information such that it is very suitable for
context-adaptive HVLC design and it serves as the framework for
our current research on context-adaptive HVLC algorithm.

4. CONCLUSIONS AND FUTURE WORK

3DPA takes advantage of the clustered nature of the nonzero coef-
ficients in the LF region and the fact that the trailing coefficients in
each nonzero cluster are often sequences of +/-1 by jointly coding
the 2D position information and the number of trailing ones in the
nonzero cluster. HVLC with 3DPA for coding LF region achieves
about 3.2%∼3.7% bit rate reduction for a wide range of quantiza-
tion parameters.

In HVLC with 2DP1DA in [5], JPAC in [6] or 3DPA in this
paper for coding LF region, a fixed breakpoint for a given QP is
used, which is not necessarily optimal. Also empirical studies show
that it is difficult to find a common “optimal” breakpoint for a given
coding parameter since the optimal breakpoint varies with different
sequences, even different blocks in the same sequence. One way
to solve this problem is to include the optimal breakpoint for each
individual block in the bitstream, which introduces a considerable
overhead. Another way is to design a context-adaptive mechanism
to determine the “optimal” breakpoint for each block automatically
without any extra cost, which is our current research direction.
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Table 1. Symbols of 3DPA
zero nonzero run with the number of trailing ones
run 1 2 3 ... n ...
0 (0,1,0) (0,1,1) (0,2,0) (0,2,1) (0,2,2) (0,3,0) (0,3,1) (0,3,2) (0,3,3) ... (0,n,0) ... (0,n,n) ...
1 (1,1,0) (1,1,1) (1,2,0) (1,2,1) (1,2,2) (1,3,0) (1,3,1) (1,3,2) (1,3,3) ... (1,n,0) ... (1,n,n) ...
2 (2,1,0) (2,1,1) (2,2,0) (2,2,1) (2,2,2) (2,3,0) (2,3,1) (2,3,2) (2,3,3) ... (2,n,0) ... (2,n,n) ...
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
z (z,1,0) (z,1,1) (z,2,0) (z,2,1) (z,2,2) (z,3,0) (z,3,1) (z,3,2) (z,3,3) ... (z,n,0) ... (z,n,n) ...
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

Table 2. An Example of HVLC with 3DPA for LF region and RL-VLC for HF region
Index: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 · · ·

Coefficient: 9 -5 3 -2 1 0 0 2 1 1 0 0 0 -1 1 0 0 0 1 0 · · ·
Coding Stream: C3D(0, 5, 1, 0) CA(9) CA(5) CA(3) CA(1) C3D(1, 3, 2, 0) CA(1) C3D(2, 2, 2, 0) CRL(2, 1, 1)

Table 3. Bit-rate results for QP = 5 and N = 27 (kb/s)

Sequence INTRA INTER Overall
H.264a 2DP1DA 3DPA H.264 2DP1DA 3DPA H.264 2DP1DA 3DPA

Crew 3688.02 0.28% 0.46% 47765.26 0.35% 0.63% 51453.28 0.34% 0.62%
Harbour 4319.22 2.92% 3.08% 51629.02 1.15% 1.20% 55948.23 1.29% 1.34%
Soccer 3667.38 2.50% 2.83% 43490.45 1.31% 1.76% 47157.83 1.40% 1.85%
Barcelona 7095.85 -0.41% -0.26% 75807.66 3.78% 3.89% 82903.51 3.42% 3.53%
Fries 3820.64 0.88% 1.02% 47980.86 0.40% 0.89% 51801.5 0.43% 0.90%
Mobile 6499.55 0.39% 0.78% 64043.72 3.03% 3.37% 70543.27 2.78% 3.13%
Music 5318.01 1.11% 1.31% 62068.96 3.14% 3.19% 67386.97 2.98% 3.04%
Race 5145.37 3.59% 3.93% 63949.22 3.49% 3.80% 69094.59 3.49% 3.81%
Rower 4726.3 9.47% 9.93% 56193.65 5.27% 5.73% 60919.96 5.59% 6.05%
Rugby 5114.3 7.12% 7.40% 64950.39 5.25% 5.43% 70064.69 5.39% 5.58%
Total 49394.64 2.66% 2.92% 577879.19 2.92% 3.18% 627273.83 2.90% 3.16%

Table 4. Bit-rate results for QP = 25 and N = 20 (kb/s)

Sequence INTRA INTER Overall
H.264 2DP1DA 3DPA H.264 2DP1DA 3DPA H.264 2DP1DA 3DPA

Crew 573.12 -0.23% 1.89% 4444 -2.26% 1.17% 5017.12 -2.03% 1.25%
Harbour 1047.71 5.16% 6.06% 7407.56 -1.32% 2.52% 8455.27 -0.52% 2.96%
Soccer 782.68 1.76% 2.87% 4745.95 -1.04% 2.30% 5528.63 -0.64% 2.38%
Barcelona 2336.33 -1.47% -1.09% 13491.89 1.40% 3.42% 15828.22 0.98% 2.76%
Fries 539.73 0.52% 2.53% 4247.23 -1.60% 1.29% 4786.96 -1.36% 1.43%
Mobile 2081.04 -1.91% -1.40% 10822.53 1.43% 3.38% 12903.57 0.89% 2.61%
Music 1253.53 -2.55% -1.71% 8293.97 -0.10% 1.47% 9547.49 -0.42% 1.06%
Race 1349.74 3.98% 4.32% 13559.64 4.53% 4.88% 14909.37 4.48% 4.83%
Rower 1138.95 10.66% 11.21% 9767.34 5.68% 6.49% 10906.29 6.20% 6.99%
Rugby 1293.31 8.08% 8.76% 13304.42 4.63% 5.59% 14597.73 4.94% 5.87%
Total 12396.14 1.96% 2.69% 90084.53 2.00% 3.77% 102480.65 2.00% 3.64%

Table 5. Bit-rate results for QP = 37 and N = 14 (kb/s)

Sequence INTRA INTER Overall
H.264 2DP1DA 3DPA H.264 2DP1DA 3DPA H.264 2DP1DA 3DPA

Crew 145.63 0.06% 2.90% 754.14 -0.11% 1.84% 899.77 -0.08% 2.01%
Harbour 332.74 2.80% 6.22% 1073.7 -3.23% 2.13% 1406.44 -1.80% 3.10%
Soccer 188.96 -0.74% 2.44% 790.36 -0.63% 2.30% 979.32 -0.65% 2.33%
Barcelona 734.38 -0.65% 0.78% 1645.03 -1.01% 2.08% 2379.42 -0.90% 1.68%
Fries 151.49 1.87% 4.48% 906.1 0.14% 2.48% 1057.59 0.39% 2.77%
Mobile 717.25 -1.28% -0.47% 1736.41 0.07% 3.57% 2453.67 -0.32% 2.39%
Music 400.12 -1.90% -0.99% 1630.86 -0.92% 2.21% 2030.99 -1.11% 1.58%
Race 410.72 1.73% 3.62% 2867.58 0.22% 3.77% 3278.3 0.41% 3.75%
Rower 347.09 4.43% 7.49% 2191.23 1.08% 4.42% 2538.31 1.53% 4.84%
Rugby 390.92 5.19% 7.33% 3123.91 3.64% 6.06% 3514.83 3.81% 6.21%
Total 3819.3 0.84% 2.73% 16719.32 0.44% 3.61% 20538.64 0.52% 3.45%

aIn Tables 3, 4 and 5, the results of H.264 are generated using H.264/AVC FRExt with CAVLC and fixed 8× 8 transform.


