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ABSTRACT transform coefficients are reordered to group togethereranz

The conventional run-level variable length coding (RL-W,.C  Co€fficients prior to entropy coding. A typical reorderiregip
commonly adopted in block-based image and video compred$ the zigzag scan starting from the DC (top-left) coeffitien
sion to code quantized transform coefficients, is not efiicie toward the highest-frequency AC (bottom-right) coeffitien

in coding consecutive nonzero coefficients. To overcome thH1€ transform block. . .

deficiency, hybrid variable length coding (HVLC) is propdse 1 he output of the reordering process is an array that of-
in this paper. HVLC takes advantage of the clustered naturn contains one or more clusters of nonzero coefficients nea
of nonzero transform coefficients in the low-frequency (LF)the origin, followed by strings of zeros. Conventionallyet
region and the scattered nature of nonzero transform coeffo€fficientarray is represented by a series of (run, leisp
cients in the high-frequency (HF) region by employing tWOwherg ‘run” indicates t_he_numberofzero; preceding a nanzer
types of VLC schemes. A novel two-dimensional positioncoeﬁ!c!em and “level” indicates the ma_lgmtude of the naonze
and one-dimensional amplitude coding scheme is proposé‘(@eﬁlment. The entropy encoder assigns one variable hengt
to code the LF coefficients while RL-VLC or an equivalent c0deword to each of the symbglsind optimal VLC tables
VLC scheme is retained to code the HF coefficients. Ex@€ designed such that symbols appearing more often are en-
perimental results show that HVLC greatly favors the coding?®ded by shorter codewords and vice versa, thus resulting in

of high-resolution, high-complexity scenes, while it pegs @ compressed bitstream. _
low computational complexity. The VLC based on the run-level representation, referred

) _ ) to as RL-VLC, is efficient in coding scattered nonzero co-
Index Terms— Image coding, Video coding, Data com- gfficients. Nevertheless, it is inefficient in coding clusté
pression. nonzero coefficients, due to the fact thaseparate codes are
required to represemntconsecutive nonzero coefficients, each
1. INTRODUCTION of which has a run equal to zero. To overcome this deficiency,
hybrid variable length coding (HVLC) is proposed in this pa-
Image and video coding standards, e.g., JPEG [1], MPEG [$eP. HVLC takes advantage of the clustered nature of the
3] and H.26x [4, 5], commonly adopt a codec model thaiquantized nonzero coefficients in the low-frequency (LF) re
uses a block-based transform, quantization, and entrogy cogion and the scattered nature of the quantized nonzero coef-
ing. The spatial redundancy of an input image (or a motionficients in the high-frequency (HF) region by employing two
compensated residual frame in the video coding case) is réypes of VLC schemes. In the LF region, runs of consecu-
duced by applying a DCT or similar transform to the pixeltive zero coefficients and runs of consecutive nonzero coef-
(residual) samples and quantizing the results. The quahtiz ficients are coded as a pair by a two-dimensional VLC table,
coefficients are then compressed by an entropy coder, whigdhd the amplitudes of the nonzero coefficients are coded inde
removes statistical redundancy in the data. Variable Fengtpendently by a one-dimensional VLC table. In the HF region,
coding (VLC), for its efficiency and simplicity, is widely de RL-VLC or an equivalent scheme is retained to code the posi-
ployed for the entropy coding, particularly when the codec i tion and amplitude of each nonzero coefficient as a pair. Both
desired to have low computational complexity. coding schemes are optimized for their favorable coefficien
In block-based transform coding, most of the significantpatterns. Experimental results show that HVLC is a promis-
transform coefficients concentrate in the upper-left coofe - _ o
the block, designated as the “low-frequency” positions. In Ve refer to the VLC scheme adopted in H.263 [4] for its simipjic
. .. where each (run, level) pair is encoded jointly with a bingygnbol that indi-
addition, the nonzero coefficients tend to cluster aroured thcates if the last nonzero coefficient in the block has beechezh H.264 [5],
DC coefficient, in both the horizontal and vertical frequenc as today’s most advanced video coding standard, employsre sophisti-

directions. To allow efficient representation, the quasttiz cated VLC scheme which is specifically designed for smatisfarm blocks

(4 x 4 or2 x 2). In this paper, we mainly focus on larger transform blocks
*This work was performed while the first author was with the t€efor such a8 x 8 blocks.
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ing scheme for coding high-resolution, high-complexitgrses, along the reordering path. The breakpoint must be known to
which is the trend of future image and video applications. the decoder to properly decode the coefficients. On the one
The subsequent sections are organized as follows. In Seband, given the LF and HF coding schemes, there exists an
tion 2 we provide an overview of the hybrid variable lengthoptimal breakpoint within each block of coefficients, which
coding and introduce the concept of a breakpoint, which diresults in the minimum number of bits in coding the block. On
vides a block of coefficients into LF and HF regions. The prothe other hand, depending on the coefficient distributiois, t
posed coding scheme for LF coefficients is described inldetadptimal breakpoint varies among blocks and therefore needs
in Section 3. We present experimental results in Sectiord4 arto be included in the bitstream, which introduces a consider
conclude the paper in Section 5. able overhead. For simplicity, in this paper we considerra co
stant breakpoint for all blocks that have the same quaitizat
parameter. Furthermore, instead of choosing the breakpoin
arbitrarily from the coefficient indices, we choose the Brea

Figure 1 provides an illustration on the coefficient disitibn ~ PCint such that the resulting LF (and consequentially HF) re
of an8 x 8 transform block along a pre-defined reorderinggion includes the same number of coefficients in both the hor-

path such as zigzag, where the nonzero coefficients ars-stat|?0ntal and vertical frequency directions. For examplehin

tically more clustered in the low-frequency (LF) region fghi 219Zag matrix shown in Figure 3, several candidates of the
more scattered in the high-frequency (HF) region. breakpo!nts are%V = 5,9, 14, 20,_.... Each of the candidate
breakpoints divides the matrix into an upper-left (LF) and a

Low-frequency region High-frequency region lower-right (HF) region, both of which are symmetric along
the diagonal of the matrix. In other words, they include the

2. HYBRID VARIABLE LENGTH CODING

. equal numbers of coefficients in the horizontal and vertical
Breakpoint . . . . .
\ frequency directions. Given the quantization parameher, t
_ i breakpoint of a particular block will be selected from thaca
Magnitude of it Clustered Scattered didate breakpoints. A table that maps the breakpoint with th
quantized coefficients | coefficients . . .
coefficients ! quantization parameter can be constructed offline anddtore
i at both the encoder and decoder. Therefore no overhead is
oo b oo [ 1 o - needed to code the breakpoint into the bitstream .
01234567 63
Increasing
Fig. 1. Coefficient scan of af x 8 block along a pre-defined horizontal frequency

path, e.g., zigzag. 01 | p1fs6 | 14 'rgyz% 28

2¢] 41 2|13 | 161 26 | 29 | 42
31 84 12 174725 [ 30| 4140
9,411 | 184724 [ 31 [ 40|44 | 53
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In HVLC, a breakpoint along the coefficient scan path is
first defined, as shown in Figure 1. The coefficients below and
above the breakpoint are considered as low-frequency (LF)
and high-frequency (HF) coefficients, respectively. A new 23 [32 /3914552 |54
coding scheme is developed for the LF coefficients, which 20722 | 33 | 38 | 46 | 51 | 55 | 60
will be detailed in the next section. The conventional RL- A721 | 34 [ 37 | 47 [ 50 | 56 | 59 | 61
VLC or an equivalent scheme is used for the HF coefficients. 35 (36|48 |49 | 57 | 58 | 62 | 63
A block diagram of HVLC is shown in Figure 2.
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Fig. 3. The zigzag coefficient matrix of a® x 8 transform

CoefﬁLfiems HVLC-LF bits%riam block and the example of candidate breakpoint.
Coding
¥ Concate-
Quantized nated
coefficients | Breakpoint Multiplex | Pitstrean, 3. PROPOSED LF CODING
HVLC.HE 4‘[ There are es_sential_ly two types of informatiqn that neeckto b
oF Coding F reprgsented in CO(lllllng a sequence of quant|z_e_d transfqrm co-
coefficients bitstream efficients: the positions of the nonzero coefficients andt the
corresponding amplitudes. The run-level coding represent
Fig. 2. The block diagram of HVLC. the position and amplitude of each nonzero coefficient indi-

vidually. Alternatively, for a cluster of nonzero coeffinis,
The breakpoint, as mentioned above, is a coefficientindetheir positions can be represented altogether by two quanti
that divides the coefficient sequence into LF and HF regionses: the run of zeros that precede the nonzero cluster and
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Fig. 4. The block diagram of the proposed 2DP1DA coding for LF cogfits.

the run of nonzero coefficients within the cluster. Their am-quence may be counted into the run of zeros or the run of
plitudes can be represented separately. Based on such a raepnzeros and therefore be doubly coded by both the LF and
resentation, a two-dimensional position and one-dimeraio HF coding schemes. To avoid using two codewords for one
amplitude coding scheme is developed, which is describedoefficient around the breakpoint, the breakpoint is exteind

below. For the ease of presentation, this coding scheme eyond the LF region to the last coefficient coded by the LF

referred to as 2DP1DA hereinafter. coding scheme. This extended breakpoint is termedfa
breakpoint and denoted kY in the paper.
3.1. The 2DP1DA Coding To illustrate our proposed coding scheme, consider the

) ) ) following coefficient sequence:
As its name suggests, the 2DP1DA coding consists of tWOIndex: 1 2 3 456 7 8 9 10 11...

components: a position coding componentthatencodestheCOGﬁ_2 32001 2 10 0 -1..

run of consecutive zero coefficients and the run of consec- All the remaining coefficients in the sequence are assumed

utive nonzero coefficients as a pair using a two—dimension% be zeros, and a constant breakpodit— 6, is provided

VLC table, and an amplitude coding component that enCOdqﬁsing 2DP1DA for LF coding and RL-VLC for HF coding
the amplitudes of the nonzero coefficients using an indepeqhe coefficient sequence will be coded as '

dent, one-dimensional VLC table. Figure 4 shows the block

diagram of 2DP1DA in coding LF coefficients. Cp(0,3,0) Ca(2) S(0) Ca(3) 5(0) Ca(2) S(0)Cp(1,3,0)
In the 2D position coding, a run of nonzero coefficients inOA(l) S(0) Ca(2) S(=1) Ca(1) 5(0) Cre(1,1,1) S(1) _
factimplies that the following coefficient is a zero-valweé In the codeword stream abow€p, C'4 denote the posi-

ficient (otherwise it would have been counted into the nomzertion and amplitude codewords, respectively, for 2DP1DA, an
cluster and a larger cluster would have be obtained). Theré-rz denotes the codeword of RL-VLG: indicates the pos-
fore, each run of zero-value coefficients can be reduced by ive or negative sign of a nonzero amplitude. Note that the
before it is coded, with the exception of the first run at theSOft breakpoint for this example &, = 9, i.e., the ending
beginning of a block. This results in a shorter codeword tg?osition of the second 2DP1DA symbol.

encode the positions of LF coefficients.

Similar to H.263 [4], the indication of the last nonzero 4. EXPERIMENTAL RESULTS
coefficient in the block is achieved by coding each pair of
zero and nonzero runs jointly with a “last” symbol. Finally, We report preliminary test results of HVLC with an H.263
each symbol coded by 2DP1DA has the following form:  video codec. H.263 deploys & 8 DCT transform, and the

i ) quantized transform coefficients are encoded as (run,,level
{(RZ’ Rn, last), for the first symbol in & block last) triples where “last” indicates the end of the block. We
(R: =1, Ry, last), otherwise incorporate HVLC into the codec by replacing the sole run-
where R. and R,, denote the run of zeros and the run of level based entropy coding with HVLC, i.e., 2DP1DA for LF
nonzeros, respectively. coefficients and RL-VLC for HF coefficients.

The test video sequences in our experiments consist of
three resolutions: QCIF (176x144), CIF (352x288), and 4CIF
(704x576), with two test sequences for each resolutionhEac
The definition of 2DP1DA suggests that for a given break-sequence has 300 frames with a playback rate at 30 frames per
point, coefficients following the breakpoint in the scansed second (fps). We enforce one frame to be coded as an INTRA

3.2. Soft Breakpoint



Table 1. Bit-rate results for QP = 6 any = 20

Sequence Resolu- Overall INTRA INTER

tion H.263 HVLC H.263 HVLC H.263 HVLC
Carphonel QCIF | 268.56 | 258.94 | 3.58% | 66.30 | 57.52 | 13.24%| 202.25 | 201.42 | 0.41%
Pingpong| QCIF | 273.21 | 256.90 | 5.97%| 73.37 | 63.85 | 12.98%| 199.84 | 193.05 | 4.40%
Foreman CIF 970.34 | 956.12 | 1.47% | 224.72 | 203.19| 9.58% | 745.61 | 752.93 | -0.98%
Stefan CIF 2713.26| 2460.26| 9.32% | 405.22 | 334.37| 17.48%| 2308.04| 2125.89| 7.89%
Soccer 4CIF | 4187.94| 3987.95| 4.78% | 667.95 | 629.49| 5.76% | 3519.99| 3358.46| 4.59%
Harbour 4CIF | 5657.80| 5367.56| 5.13% | 1027.14| 871.97| 15.11%| 4630.66| 4495.59| 2.92%

Table 2. Bit-rate results for QP = 18 andl = 9

Sequence Resolu- Overall INTRA INTER

tion H.263 HVLC H.263 HVLC H.263 HVLC
Carphone| QCIF 69.54 68.67 | 1.25% | 26.49 | 25.17 | 4.98% | 43.06 43.50 | -1.02%
Pingpong| QCIF 80.22 80.36 | -0.17% | 29.45 | 28.61 | 2.85%| 50.77 51.75 | -1.93%
Foreman CIF 271.12 | 267.59 | 1.30% | 88.22 | 85.12 | 3.51%| 182.90 | 182.47 | 0.24%
Stefan CIF 761.32 | 747.52 | 1.81% | 158.89| 149.11| 6.21%| 602.43 | 598.41 | 0.67%
Soccer ACIF | 1404.79| 1374.59| 2.15% | 269.36| 263.41| 2.21%| 1135.43| 1111.19| 2.13%
Harbour ACIF | 1514.11| 1441.18| 4.82% | 451.98| 409.08| 9.49% | 1062.13| 1032.10| 2.83%

frame in every 15 frames. The VLC tables are constructetiave shown that HVLC is specifically suitable for coding high
based on the measured statistics of symbols and are gaheratesolution, high-complexity scenes, which is the trendusf f
separately for INTRA and INTER coding modes. ture image and video applications.

Table 1 and Table 2 present the bit-rate results for coding The proposed LF coding scheme, named 2DP1DA, en-
the test sequences at two constant quantization paramete¢odes the position and amplitude of LF coefficients seprate
QP = 6 and QP = 18. The corresponding breakpoints for th®ur ongoing research effort is devoted to developing inte-
two quantization parameters ale= 20 andN = 9, respec- grated position and amplitude coding schemes. Also, in this
tively. For each sequence, we provide both the overalldié-r paper we used a fixed breakpoint with a constant quantiza-
results and the respective statistics for INTRA- and INTER<ion parameter. In general, the breakpoint should be deter-
coded blocks. All the bit-rate results are in kbits/sec. Apo mined based on the coding parameters of a block or, more
itive percentage in the tables indicates the bit-rate réoiluc  intelligently, the coefficient distribution of the block. éon-
achieved by HVLC, while a negative percentage indicatets thdext adaptive mechanism to automatically determine végiab
the bit rate is increased by HVLC. breakpoints is our another research direction. The perfor-

From the results, it can be seen that HVLC outperformgnance of the refined HVLC scheme will be evaluated in com-
H.263 considerably in the lower QP case, and especially foparison with the 2D-VLC schemes used in the newest video
blocks that are coded in the INTRA mode. This is not diffi- codec such as H.264 under &x 8 transform condition [5]
cult to understand, as more nonzero coefficients present wh@nd China’s AVS standard [6].

a small quantization parameter is used and/or a block isccode

as INTRA. The most significant improvement is observed for 6. REFERENCES
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